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Abstract

Assessing the accuracy of predictive models is critical because predictive models have

been increasingly used across various disciplines and predictive accuracy determines the

quality of resultant predictions. Pearson product-moment correlation coefficient (r) and the

coefficient of determination (r2) are among the most widely used measures for assessing

predictive models for numerical data, although they are argued to be biased, insufficient and

misleading. In this study, geometrical graphs were used to illustrate what were used in the

calculation of r and r2 and simulations were used to demonstrate the behaviour of r and r2

and to compare three accuracy measures under various scenarios. Relevant confusions

about r and r2, has been clarified. The calculation of r and r2 is not based on the differences

between the predicted and observed values. The existing error measures suffer various limi-

tations and are unable to tell the accuracy. Variance explained by predictive models based

on cross-validation (VEcv) is free of these limitations and is a reliable accuracy measure.

Legates and McCabe’s efficiency (E1) is also an alternative accuracy measure. The r and r2

do not measure the accuracy and are incorrect accuracy measures. The existing error mea-

sures suffer limitations. VEcv and E1 are recommended for assessing the accuracy. The

applications of these accuracy measures would encourage accuracy-improved predictive

models to be developed to generate predictions for evidence-informed decision-making.

Introduction

Predictive models have been increasingly used to generate predictions across various disci-

plines in the environmental sciences in parallel to the recent advancement in data acquisition,

data processing and computing capabilities. Accuracy of the predictive models is critical as it

determines the quality of their predictions that form the scientific evidence for decision-mak-

ing and policy. Therefore, it is important to correctly assess the predictive accuracy. Many

accuracy/error measures have been developed to assess the accuracy of predictive models,

including correlation coefficient (r) and the coefficient of determination (r2) for numerical

data [1–3]. However, it has been advised that r and r2 should not be used as a measure to assess
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the accuracy of predictive models for numerical data because they are biased, insufficient or

misleading [4–10]. It has been further advised that r is a measure of correlation, not accuracy

[11].

Despite the advice above, r and r2 have been used as predictive accuracy measures in vari-

ous disciplines in numerous studies and have even been used as accuracy measures in some

computing programs/software. Furthermore, r and r2 are among the most widely used mea-

sures to assess model performance in many disciplines [2–5,12–14]. Their wide application in

assessing predictive accuracy could be resulted from many reasons, such as that: 1) although r
was found to be a biased measure of predictive accuracy, it was suggested as a measure of

potential skill [7]; 2) the differences between the predicted values and the observed values of

validation samples are sometimes termed residuals [2], but they are not the residuals that r and

r2 are usually applied to [15,16]; 3) r and r2 were proven to be a component of mean square

error (MSE) [17], and hence a component of root MSE (RMSE) that is one of the most com-

monly used error measures in the environmental sciences [6]; 4) a weighted r was also pro-

posed to alleviate the problem associated with r [3]; 5) the advice above were based on

computed, modelled or predicted values that were sometimes referred to as fitted values [5,18]

which were used to derive r and r2 [15,16]; and 6) no solid evidence was provided to support

the advice, although r and r2 were proven to biased [9,10]. Consequently, the advice becomes

less convincing and has played little role in preventing people from using r and/or r2 to assess

the accuracy of predictive models.

This study aims to 1) clarify relevant confusions about r and r2 and illustrate why they are

incorrect measures of predictive accuracy, 2) demonstrate how they are misleading when they

are used to assess the accuracy of predictive models, and 3) justify what should be used to

assess the accuracy.

Methods

In this study, r was assumed to be the most often used Pearson product-moment correlation

coefficient, and r2 was the coefficient of determination. In fact, r is the same as the r in r2 when

r is positive, which is often the case for predictive modelling. To avoid any confusion, in this

study relevant concepts are defined as below:

1. the predicted values (y) were the values obtained from predictive models based on a valida-

tion method,

2. the observed values (x) were the values of validation samples,

3. fitted line was based on y and x and was assumed to be linear with a certain slope and an

intercept, and

4. fitted values were derived based on the fitted line.

2.1. Scenarios simulated for why r and r2 are incorrect measures of

predictive accuracy

The relationship between y and x could vary with studies [4,13,19–21]. It was expected to be

linear with a slope of 1 and an intercept of 0 (i.e., ŷa = x, where ŷa was the fitted values based on

y and x, and was equal to y) if a perfect match between y and x was obtained (Fig 1a and 1b).

Any predictions deviating from y = x line were not accurate and contained certain errors. The

following two scenarios were used to demonstrate why r is an incorrect measure of predictive

accuracy as they closely represented the reality above. Scenario 1: the fitted values based on y
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Fig 1. The relationship of the observed values (x) and predicted values (y), where fitted line ŷa = x,

suggesting y and x are perfectly matched. a) the fitted line ŷb = βx deviates from ŷa = x by (1 − β)x; and b)

the fitted line ŷb = β0 + β1x deviates from ŷa = x by (1 − β1)x − β0. For each pair of predicted and observed

values (i.e., (x1, y1), (x2, y2) and (x3, y3)), the green lines represent the distance between the fitted and

predicted values used for calculating r, and the red dashed lines represent the distance between the predicted

and observed values.

https://doi.org/10.1371/journal.pone.0183250.g001
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and x were derived from ŷb = βx (Fig 1a); and scenario 2: the fitted values were derived from

ŷb = β0 + β1x (Fig 1b). They deviated from the perfect match: ŷa = x.

In each scenario, we considered four situations (Fig 1a and 1b), i.e., predicted values were:

1. on the fitted line ŷa = x;

2. on the fitted line ŷb = βx or ŷb = β0 + β1x;

3. above the fitted line ŷb = βx or ŷb = β0 + β1x; and

4. below the fitted line ŷb = βx or ŷb = β0 + β1x.

2.2. Scenarios simulated for how r and r2 are misleading

In reality, the slope often deviates away from 1 for y and x; and the intercept also usually devi-

ates from zero. To quantitatively prove how r is misleading in assessing the accuracy of predic-

tive models, four scenarios were simulated (S1 Fig):

1. x and y were perfectly linearly related with an intercept of 0, i.e., y = βx (Panel A in S1 Fig);

2. x and y were perfectly linearly related with intercepts changing with their associated slopes,

i.e., y = β0 + β1x (Panel B in S1 Fig);

3. as the first scenario, but with certain noise (ε) in y, i.e., y = βx + ε (Panel C in S1 Fig); and

4. as the second scenario, but with ε in y, i.e., y = β0 + β1x+ ε (Panel D in S1 Fig).

The first two scenarios were the extensions of the scenarios presented in Fig 1a and 1b,

where the predictions matched the observations well and their relationship was assumed to be

perfectly linear, but with a slope deviating from 1 and with or without intercepts respectively.

They were largely ideal and only used to conveniently illustrate relevant issues associated

with r.

The last two scenarios more closely reflected the reality [19,20], particularly the last sce-

nario, because predictions were usually noisy and quite often the smaller observed values were

predicted larger and the larger observed values were predicted smaller [4,13,21].

It was argued that measures using squared values are more sensitive to data variation or

sample size than measures using the absolute values [8,22,23]. To test whether predictive accu-

racy measure depends on sample size and data variation, the last scenario above was further

extended, where the predicted values were with different sample sizes and with noise of differ-

ent data variations.

2.3. Assessment of predictive accuracy

Predictive accuracy should be measured based on the difference between the observed values

and predicted values. However, the predicted values can refer to different information. Thus

the resultant predictive accuracy can refer to different concepts. The predicted values quite

often refer to the values that were predicted or modelled based on training samples [18]; and

the resultant accuracy has been termed predictive accuracy in various studies. However, this

accuracy is essentially measuring how well the model fits the training samples, thus it is not

measuring the predictive accuracy. Predictive accuracy can also be based on the differences

between the predicted values for, and the observed values of, new samples (e.g., validation sam-

ples). This is the predictive accuracy we refer to in this study.

To demonstrate how misleading r is, we need to select an appropriate measure as a refer-

ence. All mean absolute error (MAE) and MSE related measures, and variance explained by
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predictive models based on cross-validation (VEcv) use the correct difference [18]. Of these

measures, VEcv doesn’t share the limitations associated with these error measures according to

Li [18], so VEcv was selected as a control to assess the predictive accuracy and to compare with

r. Additionally, VEcv was introduced to avoid relevant issues associated with Nash and Sut-

cliffe’s efficiency [24], G-value [25] and model efficiency [26]; and they are equivalent to VEcv
if they are based on predictions derived from validation dataset [18]. Although VEcv was ini-

tially proposed for predictive models based on cross-validation because 10-fold cross-valida-

tion would produce more reliable results [27,28], it can be applied to results based on any

validation methods or to any new samples besides validation samples.

To select reliable accuracy measure(s) for future studies, some commonly used error and

accuracy measures for numerical data were evaluated (Table 1). Two other accuracy measures,

Willmott et al.’s refined index of agreement (dr) [29,30] and Legates and McCabe’s (E1) [31],

were considered. They were presented in percentage to make their resultant values comparable

with VEcv.

For the first and third scenarios, the range of slope was selected to be between 0.1 and 1.2.

This choice was to ensure that the range of VEcv for the simulated scenarios covers a reason-

able range of VEcv because the VEcv of predictive models was found to be ranging from -153%

to 97% based on 296 applications [18] and also to ensure the results can be well illustrated

because when the slope was below 0.1, VEcv was getting quadratically lower and would distort

the illustration; moreover, practically the slope would usually be below 1.2. For the second and

last scenarios, the range of slope was selected to be between 0 and 1.2; and setting the slope to

be 0 was to simulate when the global mean was used as predictions [18]. All simulation work

was implemented in R 3.2.3 [32].

Table 1. The mathematical definitions of relevant measures used in this study [8,15,18,30].

Error/accuracy Measure Definition*

Mean absolute error (MAE) Xn

1

jyi � byi j=n

Mean square error (MSE) Xn

1

ðyi � byi Þ
2
=n

Relative MAE (RMAE) ðMAE
�y Þ100 ð%Þ

Root MSE (RMSE) MSE1/2

Relative RMSE (RRMSE) ðRMSE
�y Þ100 ð%Þ

Standardised RMSE (SRMSE) RMSE/s

Mean square reduced error (MSRE) MSE/s2

Variance explained (VEcv)
1 �

Pn

1
ðyi � byi Þ

2

Pn

1
ðyi � �y Þ2

� �

100 ð%Þ

Legates and McCabe’s (E1)
1 �

Pn

1
jyi � byi jPn

1
jyi � �y j

� �

100 ð%Þ

Willmott et al.’s refined index of agreement (dr)
E1, if E1 > = 0;

Pn

1
jyi � �y j

Pn

1
jyi � byi j

� 1

� �

100 ð%Þ, if E1 < 0

Pearson product-moment correlation coefficient (r)
Pn

1
ðyi � �y Þðŷi � �̂yiÞ

ð
Pn

1
ðyi � �y Þ2ðŷi � �̂yiÞ

2Þ1=2

* n: the number of observations in a validation dataset; yi: the observed value in the validation data; ŷi : the

predicted value; �y : mean of the observed values; s: standard deviation of the observed values; and �̂y i : mean

of the predicted value.

https://doi.org/10.1371/journal.pone.0183250.t001
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Since this study is based on simulated data only that can be produced using the information

provided in this section, no further data are used and available. All relevant R functions and R

scripts used for the simulations and subsequent plotting in this study are stored as ‘Measures-

of-predictive-errors-and-accuracy-for-PONE-Supporting-information-2.R’ at: https://github.

com/jinli22/Not-r-nor-r2.

Results and discussion

3.1. Why r and r2 are incorrect measures of predictive accuracy

When r is used to assess the predictive accuracy based on y and x, the relationship between y

and x is usually assumed to be linear with a slope significantly larger than 0 and an intercept of

any reasonable value. It measures the residuals that are the difference between y and the fitted

values that are derived from y and x [15,16]. Its calculation is based on the departures of y

from the fitted values, which is essentially a measure of the goodness-of-fit between y and x.

Therefore, r is not a measure of predictive accuracy. Neither is r2 because the r in r2 is the same

as r. The key confusion is that the fitted values have been mistakenly used as x, which is illus-

trated below.

When r is applied to the simulated situations (Fig 1), its calculation is essentially deter-

mined by the error sum of squares (i.e., S(y– ŷb)2) as detailed in Crawley [33], where ŷb is the

fitted values based on the equations as depicted in Fig 1a and 1b and explained below.

1. In the first situation, when the predicted values were on the fitted line ŷa = x, x and y were

equal. The difference between x and y and between y and fitted values were 0.

2. In the second situation, when the predicted values were on the fitted line ŷb = βx or ŷb =

β0 + β1x, x and y were matched well proportionally. For example, for an observed value x1,

with a predicted value y1, the difference used for calculating r was |y1 − ŷb1| and was still 0,

where ŷb1 was the corresponding fitted value of x1 on ŷb = βx or ŷb = β0 + β1x. However, the

real difference between the observed and predicted values is |x1 –y1| that can be expressed

as |ŷa1 –y1| given that x1 = ŷa1, where ŷa1 was the corresponding value of x1 on ŷa = x.

3. In the third situation, when a predicted value was above the fitted line ŷb = βx or ŷb = β0 +

β1x, the predicted value was higher than the fitted value ŷb. For example, for an observed

value x2, with a predicted value y2, the difference used for calculating r was |ŷb2– y2 |, where

ŷb2 was the corresponding fitted value of x2 on ŷb = βx or ŷb = β0 + β1x. However, the real

difference is |x2 –y2| that can be expressed as |ŷa2 –y2| given that x2 = ŷa2, where ŷa2 was the

corresponding value of x2 on ŷa = x.

4. In the final situation, when a predicted value was below the fitted line ŷb = βx or ŷb = β0 +

β1x, the predicted value was lower than the fitted value ŷb. For example, for an observed

value x3, with a predicted value y3, the difference used for calculating r was |ŷb3 –y3|, where

ŷb3 was the corresponding fitted value of x3 on ŷb = βx or ŷb = β0 + β1x. However, the real

difference is |x3 –y3| that can be expressed as |ŷa3 –y3| given that x3 = ŷa3, where ŷa3 was the

corresponding value of x3 on ŷa = x

It is clear that r can only be used to assess the predictive accuracy when y and x are equal

and perfectly matched, where the fitted values are equal to y. In all other cases, i.e., when the

intercept is not zero and/or the slope deviates from 1 or y and x are not well matched (Fig 1a

and 1b), the fitted values are used to calculate r, and the calculation of r is not based on the dif-

ference between the predicted values and observed values. Hence r is not a correct measure of

predictive accuracy. Neither is r2 given that r in r2is the same as r. Although several studies

have pointed that r and r2 are biased, insufficient and misleading measures of predictive
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accuracy [4–10], no study has demonstrated that their calculations were not based on the dif-

ference between the predicted values and observed values. On the basis of above demonstra-

tion, it can be concluded that r and r2 are incorrect measures of predictive accuracy.

3.2. How are r and r2 misleading in assessing the accuracy of predictive

models?

Despite the illustration above, it is still unclear how misleading r and r2 are when they are used

to assess the predictive accuracy. This needs to be quantitatively evidenced.

For the first two scenarios (Panels A and B in S1 Fig), as expected, when y and x were equal

or perfectly matched, r was 1 (Fig 2a and 2b). This indicated that r has correctly measured the

matches when slope is 1. When the slope varied from 0.1 to 1.2 in both scenarios, it showed

that r was constantly equal to 1 (Fig 2a and 2b), although it was expected to decline when the

slope deviated from 1. Since the fitted values were used to calculate r as illustrated in Fig 1a

and 1b, its value remained unchanged with slope in these scenarios (Fig 2a and 2b). Undoubt-

edly, r is misleading when the slope is not 1 in these two scenarios.

In contrast, VEcv was 100% as expected when the slope was 1 (Fig 2a and 2b). It declined

when slope deviated from 1, dropping to 95.79%, 32.69%, -106.14% and -240.76% when slope

was 0.9, 0.6, 0.3 and 0.1 respectively for the first scenario (Fig 2a) and diminishing to 99%,

84%, 51%, 9.75% and 0% when slope was 0.9, 0.6, 0.3, 0.05 and 0 respectively for the second

scenario (Fig 2b). VEcv also declined when the slope was higher than 1 (Fig 2a and 2b). Since

VEcv used the correct difference between the predicted and observed values as depicted in Fig

1, it has accounted for the changes in slope, has reflected such changes, and thus has reliably

assessed the predictive accuracy.

As the slope deviated from 1, VEcv declines quadratically but r remained unchanged, show-

ing that the bias (i.e., the departure of r from its corresponding VEcv) resulted from using r
was getting increasingly larger (Fig 2a and 2b). The bias resulted from r was highlighted for

slope at 0.3, 0.6, 0.9 and 1; and obviously the bias became increasingly larger when the slope

further deviated from 1 in comparison with VEcv. This finding illustrated how r has failed to

correctly measure the predictive accuracy and how misleading it is, so r cannot be used to

assess predictive accuracy. It is also apparent that the r weighted by slope [3] also incorrectly

reflects the predictive accuracy, although it indeed corrects some bias. This is because in the

weighted r, the r was supposed to be linearly biased with slope, but the bias became quadrati-

cally higher when the slope deviated further from 1 (Fig 2a and 2b). Since r was constantly

equal to 1, r2 would also be 1 and would display exactly the same pattern as r, thus r2 is mis-

leading as well.

The last two scenarios (Panels C and D in S1 Fig) showed that r increased from 0.5252,

0.8083, 0.9288, 0.9643 to 0.9704 along slope ranging from 0.1, 0.3, 0.6, 0.9 to 1 for the third sce-

nario (Fig 2c), and from 0.2328, 0.8083, 0.9288, 0.9643 to 0.9704 along slope ranging from 0,

0.3, 0.6, 0.9 to 1 for the fourth scenario (Fig 2d). Although r values declined as the slope became

less than 1, its values were incorrect as they were based on the incorrect differences as illus-

trated in Fig 1. The change of r values with slopes in Fig 2c and 2d has revealed that it can even

disguise its misleading behaviour because it indeed declined when the slope became less than

1. When the slope became larger than 1, the accuracy was expected to decline, but the r values,

in fact, continued to increase from 0.9704 to 0.9788 for slope increasing from 1 to 1.2 for both

scenarios (Fig 2c and 2d). This increase with the slope revealed the misleading behaviour of r
when it is used to assess the predictive accuracy.

In contrast, for scenario 3, due to the noise in the predicted values, VEcv reached 92.51%

when the slope was 1, declined when slope deviated from 1, dropped to 88.55%, 26.20%,
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-111.88% and -246.00% when slope was 0.9, 0.6, 0.3 and 0.1, and declined to 75.19% when

slope was 1.2 (Fig 2c). For scenario 4, due to the noise in the predicted values, VEcv reached

the maximum of 92.90% when slope was 0.95, decreased to 92.78%, 81.58%, 52.38%, 14.30%

and 5.18% for slope at 0.9, 0.6, 0.3, 0.05 and 0 respectively, and declined to 85.98% for slope at

1.2 (Fig 2d). As discussed above, VEcv has correctly accounted for the changes in slope and

thus has reliably assessed the predictive accuracy.

The changes in r values with slope in Fig 2c and 2d revealed that it also showed a similar

trend as, and displays a correlation with, VEcv. This phenomenon can be found in previous

studies [7]. This correlation could be because r is a component of MSE [7,17], hence a

Fig 2. The changes of accuracy measures (VEcv, dr and E1) and r with slope for the four simulated scenarios: a) scenario 1;

b) scenario 2; c) scenario 3; and d) scenario 4. For each scenario, a slope of 1 (blue vertical line), 0.9 (green dashed vertical line),

0.6 (blue dashed vertical line) and 0.3 (red dashed vertical line), and VEcv = 0 (blue solid horizontal line) were highlighted.

https://doi.org/10.1371/journal.pone.0183250.g002
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component of VEcv because VEcv can be expressed using MSE [18]. Such correlation may

have contributed to the confusion about the suitability of r to assess predictive accuracy.

The bias resulted from using r was further depicted for slope at 0.3, 0.6, 0.9 and 1 in com-

parison with VEcv in Fig 2c and 2d. The bias became quadratically higher when the slope devi-

ated from 1 instead of linearly, which is similar to what have been observed for the first two

scenarios (Fig 2a and 2b). This finding demonstrated that the r weighted by slope [3] is also an

incorrect measure of the predictive accuracy for the last two scenarios because the bias is non-

linearly related to the slope.

For r2, it would display similar patterns as those displayed by r in Fig 2c and 2d.

The relationships and mismatches between r and VEcv presented in Fig 2 were further

depicted and highlighted in Fig 3. For r2, it also showed similar relationships with VEcv as r
(Fig 3). The mismatches between r and MSE related measures were apparently present in previ-

ous studies (e.g., [7,34]), but no further action has been taken to investigate such phenomenon.

Fig 3. The relationships between r (or r2) and VEcv for the four simulated scenarios in Fig 1 and S1 Fig.

https://doi.org/10.1371/journal.pone.0183250.g003
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Since MSE is linearly related to VEcv [18], VEcv would also be expected to have similar mis-

matches as in these previous studies, which are consistent with the findings of the current

study. These mismatches suggest that the usual practice of comparing r and r2 values is also

wrong because r and r2 with the same values can refer to different accuracy in terms of VEcv as

shown in Fig 3.

Although these findings are based only on four simulated scenarios, they provide convinc-

ing evidence to support that r, the weighted r as well as r2 are incorrect measures of predictive

accuracy.

3.3. Comparison of accuracy measures

The patterns of VEcv, E1 and dr under four scenarios were displayed in Fig 2. It showed that

VEcv, E1 and dr all were 100% when the slope was 1; then they decreased when slope deviated

from 1; VEcv declined quadratically while E1 and dr decreased linearly, but they all reached 0%

at the same slope for the first two scenarios (Fig 2a and 2b). When their values were > 0%,

both E1 and dr were identical. When their values were < 0%, E1 still decreased linearly with

slope while dr separated from E1 and decreased non-linearly with a slower pace than E1, and

VEcv continued to decline quadratically with a faster pace than E1 (Fig 2a and 2b). The patterns

displayed by VEcv, E1 and dr in relation to slope for scenarios 3 and 4 were largely similar to

those for the first two scenarios, although they all did not reached 100% due to noise in the

data, with E1 and dr decreased more than VEcv (Fig 2c and 2d). These findings support that 1)

dr is a linear rescaling of E1 when they are positive and 2) it is merely cosmetic and unnecessary

to remap the negative values of E1 to dr because a model with a negative E1 is flawed and of

inefficacy and it is immaterial how it is scaled [31]. Moreover, the findings also suggest that the

arguments and conclusion about dr and E1 by Willmott et al. [30] are problematic because E1

and dr were not identical in their study when they were non-negative. Thus only two accuracy

measures, VEcv and E1, remain for further investigation.

It is clear that VEcv and E1 displayed monotonic changes relative to each other (Fig 2). The

differences between VEcv and E1 in relation to slope were resulted from that VEcv was based

on the square of the differences between the predictions for and the observations of validation

samples while E1 was based on the absolute values of the differences. It demonstrates that both

measures produced the same accuracy order for all predictive models under these four simu-

lated scenarios. This finding suggests that VEcv and E1 are essentially the same in terms of rela-

tive predictive accuracy for the simulated scenarios, so the preference of E1 over measures

based on the square differences by Legates and McCabe [8] is not supported under these simu-

lated scenarios. This finding demonstrated that 1) the concern on the measure based on the

square differences (i.e., VEcv) because it varies with the variability of the error magnitudes

[8,30] is baseless; 2) both VEcv and E1 are equally interpretable. The key differences between

them are that 1) VEcv explains the percentage of the variance of validation samples, while E1

explains the percentage of the sum of the absolute differences; and 2) VEcv is quadratically

related to the differences between the predictions for and the observations of validation sam-

ples, while E1 is linearly related to the differences.

The relationship of VEcv and E1 showed that they largely maintained the monotonic

changes relative to each other, although some non-monotonic changes were displayed when

different data noises were considered (Fig 4). It was concluded that E1 is preferred also because

the measure based on the square differences varies with E1 but not monotonically [8,30]. This

phenomenon is expected because for two datasets with the same E1 are not expected to be the

same in terms of their data variation. On the other hand, it could also be stated as that ‘E1 var-

ies with VEcv but not monotonically’. However, using either of them as a control to test the
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other requires solid justification that is lacking. The above findings actually suggest that VEcv
and E1 should be used as complementary measures when one of them produces the same or

similar accuracy values for predictive models, the other may be able to tell the difference

between the models.

It is also apparent that the relationship of VEcv and E1 was maintained when the sample

size increased from 30 to 300 for the same data variation and the standard deviation increased

from 2 to 3 for the same sample size (Fig 4). This suggests that the relationship of VEcv and E1

is expected to be independent of sample size and data variation (i.e., error magnitude). These

findings suggest that measures using the squared values do not respond differently to changes

in sample size and data variation as measures using absolute values, which do not support the

speculations on these issues by previous studies [8,22,23,30].

Fig 4. The relationships between VEcv and E1 for the fourth simulated scenario in S1 Fig and two additional extensions: 1)

ε = rnorm (30, sd = 2), 2) ε = rnorm (300, sd = 2) and 3) ε = rnorm (300, sd = 3), with only the positive values presented.

https://doi.org/10.1371/journal.pone.0183250.g004
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3.4. What should be used to assess the predictive accuracy?

Many measures for assessing the predictive accuracy have been reviewed or even recom-

mended for numerical data [1,2]. Of these measures, besides r and r2, MAE and root MSE
(RMSE) are among the most commonly used or recommended measures [1,2,6]. Therefore,

the commonly used measures, MAE and RMSE, are considered in this study.

For MAE and RMSE, their advantages and disadvantages were discussed previously

[22,23,35,36]. RMSE were criticised to suffer the following issues [22]: 1) it varies with the vari-

ability of the error magnitudes, 2) it varies with MAE but not monotonically, 3) its values are

in between MAE and MAE� n0.5 (i.e., the square root of sample size n) and vary with (n0.5),

and 4) it does not satisfy the triangle inequality of a metric. Of these issues, the first two issues

are similar to what have been clarified above regarding the differences between VEcv and E1.

As to the third one, it was clearly demonstrated that RMSE and MAE are highly linearly corre-

lated according to the findings for relative MAE (RMAE) and relative RMSE (RRMSE) and has

nothing to do with sample size n [18]. And for the fourth ‘issue’, it was proved to be not the

case by Chai and Draxler [35]. Therefore, all these issues are largely invalid speculations. Fur-

thermore, because the relationships between VEcv and E1 observed above and the relationships

between RMSE and MAE [18], relevant arguments and speculations on the advantages and

disadvantages of relevant measures using the squared or absolute differences need to be reas-

sessed. Since all MAE and MSE related measures including RMSE as well as VEcv and E1 use

the correct information to produce the predictive error or accuracy [18], they will be discussed

below.

Of these MAE and MSE related measures, MAE and RMSE are the two most commonly

used measures for assessing the predictive accuracy in the environmental sciences [6]. They

are, however, unit/scale dependent (Table 2). Hence their application is limited to assessing

predictive models that are applied to the same dataset. Moreover, they cannot tell how accurate

the models are. The results based on these two measures for different datasets are not compati-

ble, even for the same methods. This is because different datasets are usually different in unit/

scale. According to Li [18], MSE, like RMSE, also shares these limitations.

RMAE and RRMSE are independent of unit/scale and not sensitive to data means according

their definitions (Table 1). They enable us to compare results derived from different datasets

that may have different unit/scale and different data means. However, they are linearly corre-

lated with data variance [6,37]. Therefore, their application is limited to assessing predictive

models that are applied to datasets with the same data variance which is hardly true in the real-

ity. Furthermore, they are error measures and not accuracy measures, so they can only tell

Table 2. The relation of error/accuracy measures and data properties.

Error/accuracy Measure Unit/scale independent Variance-independent Predictive accuracy Relationship with VEcv*

MAE No No Unknown
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� VEcv=100Þðn� 1Þ=2:0572n

q

s

RMSE No No Unknown
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 � VEcv=100Þðn � 1Þ=n

p
s

MSE No No Unknown ðð1 � VEcv=100Þðn � 1Þ=nÞs2

RMAE Yes No Unknown
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� VEcv=100Þðn� 1Þ=2:0572n

q

CV

RRMSE Yes No Unknown
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 � VEcv=100Þðn � 1Þ=n

p
CV

SRMSE Yes Yes Unknown
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 � VEcv=100Þðn � 1Þ=n

p

MSRE Yes Yes Unknown ð1 � VEcv=100Þðn � 1Þ=n

VEcv Yes Yes Known

* These equations were derived from Li [18], where n is the number of observations in, s is standard deviation of, and CV is coefficient of variation of, a

validation dataset

https://doi.org/10.1371/journal.pone.0183250.t002
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which model produce less error but they are unable to tell how accurate the models are. This

may explain why there are so many published studies recommending models with negative

VEcv to generate their predictions [18].

According to Li [18], standardised RMSE (SRMSE) and mean square reduced error (MSRE)

don’t share the limitations associated with RMSE, but they are only error measures and still

cannot tell the predictive accuracy as discussed above.

VEcv is an accuracy measure that is unit/scale, data mean and variance independent accord-

ing to its definition [18]; and it unifies the error measures above via various equations in

Table 2. It is an accuracy measure of predictive models and thus their predictions, and it pro-

vides a universal tool to assess and directly compare the accuracy of predictive models for any

numerical data of various unit/scale, mean and variation from any disciplines. Moreover, these

equations enable us to derive corresponding VEcv from relevant error measures and directly

compare and assess the accuracy of predictive models for variables from different disciplines if

relevant information is available as discussed previously [18].

Since both VEcv and E1 are reliable measures of the accuracy of predictive models, they

could be used as complementary measures to each other as discussed in section 3.3. Hence

they are recommended for future studies, although the relationships of E1 with the existing

MSE and MAE related error measures are not as well defined as VEcv, which may be worth fur-

ther investigation in future. With the applications of these accuracy measures, it would prevent

flawed predictive models (i.e., models with negative VEcv and E1) be recommended to generate

predictions. Consequently, predictive models with improved accuracy are expected to be

developed to generate predictions for evidence-informed decision-making.

In addition, as demonstrated in previous studies, the randomness associated with cross-vali-

dation affects the accuracy measures [38–40], VEcv is thus also affected by such randomness

[41]. So is E1 given that it uses the same information as VEcv. Therefore, we recommend that the

cross-validation, with an exception of leave-one-out method, needs to be repeated a certain num-

ber of times (e.g., 100 times) to stabilise the VEcv and E1 in future studies. Furthermore, despite

the assumption that VEcv and E1 were derived from validation results [8,18], they can be equally

applicable to assessing predictive models based on new samples besides validation samples.

Conclusions

This study has clarified relevant issues associated with predictive accuracy and predicted val-

ues. The calculation of r and r2 is not based on the difference between the observed and pre-

dicted values. They can only be used to assess the accuracy when predicted and observed

values are perfectly matched; otherwise they do not measure the accuracy and are incorrect

and quadratically biased. The weighted r is also incorrect measure of predictive accuracy. The

usual practice of comparing r (and r2) values is problematic because r with the same values can

refer to different predictive accuracy. The existing MSE and MAE related error measures suffer

various limitations in their applications and are unable to tell the predictive accuracy. VEcv, an

accuracy measure, unifies these error measures and is unit/scale, data mean and variance inde-

pendent. It provides a universal tool to assess and directly compare the accuracy of predictive

models for any numerical data of various unit/scale, mean and variation from any disciplines

and is recommended for assessing the accuracy of predictive models in the future. Further-

more, E1 can be equally applicable to assessing the accuracy of predictive models as VEcv.

Supporting information

S1 Fig. Scenarios simulated for the relationship of the observed values (x) and predicted

values (y) assumed to be linear with a slope of 1 (black line), 0.9 (green dashed line), 0.6
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(blue dashed line) and 0.3 (red dashed line). a) x and y are perfectly linearly related, with an

intercept of 0; b) x and y are perfectly linearly related, with intercepts changing with their asso-

ciated slopes; c) x and y are linearly related, with certain noise (ε) in the predictions and with

an intercept of 0; d) x and y are linearly related, with certain noise (ε) in the predictions and

with intercepts changing with their associated slopes. The noise was randomly generated (i.e.,

ε = rnorm (30, sd = 2)).
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